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Abstract

Background Assessing short-term growth in humans is still fraught
with difficulties. Especially when looking for small variations and
increments, such as mini growth spurts, high precision instruments
or frequent measurements are necessary. Daily measurements how-
ever require a lot of effort, both for anthropologists and for the sub-
jects. Therefore, new sophisticated approaches are needed that re-
duce fluctuations and reveal underlying patterns.
Objectives Changepoints are abrupt variations in the properties of
time series data. In the context of growth, such variations could be
variation in mean height. By adjusting the variance and using differ-
ent growth models, we assessed the ability of changepoint analysis
to analyse short-term growth and detect mini growth spurts.
Sample and Methods We performed Bayesian changepoint analysis on
simulated growth data using the bcp package inR. Simulated growth
patterns included stasis, linear growth, catch-up growth, and mini
growth spurts. Specificity and a normalised variant of the Matthews
correlation coefficient (MCC) were used to assess the algorithm’s
performance. Welch’s t-test was used to compare differences of the
mean.
Results First results show that changepoint analysis can detect mini
growth spurts. However, the ability to detect mini growth spurts is
highly dependent on measurement error. Data preparation, such as
ranking and rotating time series data, showed negligible improve-
ments. Missing data was an issue andmay affect the prediction qual-
ity of the classification metrics.
Conclusion Changepoint analysis is a promising tool to analyse short-
term growth. However, further optimisation and analysis of real
growth data is needed to make broader generalisations.

Take-home message for students The study of physical growth and development is associated with a
lot of uncertainty and error. Statistical approaches offer indispensable assistance in uncovering under-
lying patterns, surpassing the limitations of naked eye observations.

https://orcid.org/0000-0002-4246-2145
https://orcid.org/0000-0003-1954-7578
https://orcid.org/0000-0003-4037-1597
https://doi.org/10.52905/hbph2023.1.62
https://creativecommons.org/licenses/by/4.0
mailto:nikogasp@yahoo.de


2 N. Gasparatos et al. • Changepoint analysis for analysing short-term growth • HBPH 2023 Vol. 1 • pp. 1–15

Introduction

When it comes to human growth, one
might think that there is a plethora of
research. And while this might be the
case for long-term growth, the analysis
of growth measured of short intervals as
frequent as weekly or even daily (short-
term growth) is still an unusual practise
(Hermanussen, 1998). When short periods
of time are measured, growth becomes an
irregular and chaotic process, comprised
of periods of continuous growth, steep
changes or even no growth at all (Caino
et al., 2004). Characteristic for short-term
growth are mini growth spurts, which are
described as chaotic series of rapid height
changes. In healthy neonates, mini growth
spurts occur on average every 4–5 days and
can have a mean amplitude of 2 mm (Her-
manussen 1998, 2013, p. 11).When looking
for small variations and increments, such
as mini growth spurts, high precision in-
struments or frequent measurements are
necessary. Daily measurements however
require a lot of effort, both for anthropol-
ogists and for the subjects. More recently,
efforts have been made to make height
measurements more practicable and user
friendly (Rösler et al., 2022; Schrade and
Scheffler, 2013). We propose changepoint
analysis as a possible newmethod to detect
growth spurts. Changepoints are abrupt
variations in the properties of time series
data (Aminikhanghahi and Cook, 2017).
In order to find these changepoints, the
data is divided into different segments,
where each segment has its own character-
istics. Differences between segments can
be differences in mean, variance, slope,
periodicity and many more (Siebert et al.,
2021). Due to the nature of our datasets and
the characteristics of human growth, the
mean height is of particular interest. If a
growth spurt has occurred, the assumption
is, that there is a shift in the mean height

of the subject of selected intervals before
and after the growth jump. If that differ-
ence is significant enough, it is labelled as
a changepoint. While this approach, also
known as pattern recognition, is often used
in machine learning and forecasting algo-
rithms, it has not been applied to growth
analysis (Schroth et al., 2021). To assess
the applicability of changepoint analysis
on short-term growth data, we performed
changepoint analysis on artificial growth
data generated by the programming lan-
guage R. We wanted to test the hypothesis
that changepoint analysis is able to detect
mini growth spurts.

Samples and Methods

Simulated Data

In order to validate changepoint analysis
for detecting mini growth spurts, six fic-
tional datasets were generated. Based on
the descriptions of Caino et al. (2004) and
Hermanussen (2013), we created the fol-
lowing simulations (Figure 1):
• Model M1: Stasis referred to periods of
no growth. This also included changes
in height indistinguishable from zero.

• Model M2a/b: Linear Growth was de-
scribed by a linear regression. For this
model two datasets were created with
different growth velocities (4cm/year,
8 cm/year).

• Model M3: Catch-up growth is a phys-
iological condition of temporary over-
growth. It can be described as an in-
creased growth velocity after a period
of no growth.

• Model M4: Mini growth spurts are
rapid height changes. There may be
stasis (modelM1) between subsequent
mini growth spurts, or
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Figure 1 Simulated growth measurements before adding the standard deviation. Each model consists of 100 data points.

• Model M5: Linear growth and mini
growth spurts as a combination of
models M2 and M4.

Models were created using the program-
ming language R. To simulate the mea-
surement error of growth measurements,
a standard deviation (SD) was added after
the datasets were created. To examine the
influence of the SD, different SD values
were added to the models. When talking
about measurement error, we will refer to
different SD added to the models.

Changepoint Analysis

To identify growth spurtsweused aBayesian
analysis for changepoints (bcp) proposed
by Erdman and Emerson (2007). The bcp
package includes an R implementation
based on the product partition model pro-
posed by Barry and Hartigan (1993). Using
Circular Binary Segmentation (CBSOlshen
et al., 2004), bcp estimates the location of
change points and splits the time series
into different intervals. By looking into the
mean of the given interval and comparing

it to the neighbouring means an estima-
tion of a changepoint is given. Applied to
growth data, the assumption is that, if a
growth spurt has occurred, there is a shift
in the mean height of the subject between
the neighbouring intervals before and after
the mini growth spurt. If that difference
is significant enough, it is labelled as a
changepoint. When plotting the function,
bcp gives an estimation of the posterior
mean and an estimated probability for a
changepoint at any given location (Figure
2). As a non-parametric approach bcp does
not need any distribution parameters speci-
fied. Another assumption made is, that the
used data is stationary. Given that growth is
a slow process and mini growth spurts are
expected to occur randomly, we expect this
violation of stationarity to be neglected.

Rotating and Ranking

In addition to performing changepoint
analysis, we were interested if the perfor-
mance of the algorithm could be improved
by preparing the growth data beforehand.
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By ranking the time series data, we norm
the distance of height increments by steps
of the magnitude 1. Since height variation
due to actual height increments is expected
to be much less than height variation due
to measurement error, we expected the ef-
fect of height increments to be enhanced,
while reducing the impact of outliers at the
same time. Another approach is to counter
the problems that may occur by the data
not being stationary. We performed linear
regression to estimate a general trend in the
time series. By rotating the time series rel-
atively to its mean slope, we repositioned
it into a horizontal position. Rotation was
achieved using the following rotation ma-
trix which rotates each point of a time
series by an angle starting from the origin
of the axis. This procedure is rotational
invariant, meaning that it does not change
the properties of the time series (Bär, 2018;
Lin et al., 2012).

Performance Analysis

The output of the algorithm is a “yes” or
“no” decision: either there is a changepoint
or there is none. Therefore, we reframed

the task of changepoint detection as a bi-
nary classification problem (Chicco, 2017).
By comparing the classification results to
the data structure, the algorithm’s perfor-
mance can be evaluated. In the context of
short-term growth, we define the following
classifications:

• True Positive (TP): correct classifica-
tion of a growth spurt being present.
The changepoint represents an actual
growth spurt.

• True Negative (TN): correct classifi-
cation of a growth spurt not being
present. No changepoint was detected
when there is no growth spurt.

• False Positive (FP): incorrect classifica-
tion of a growth spurt being present.
A changepoint was detected although
there is no growth spurt.

• False Negative (FN): incorrect classi-
fication of a growth spurt being ab-
sent. No changepoint was detected
although there is a growth spurt.

For a given threshold τ, classifier perfor-
mance was summarised in a contingency
table, the Confusion Matrix (CM) (Hoff-
man et al., 2020). In this study we used the
estimated probability of a changepoint as a
threshold (Figure 2).

Figure 2 Representative example of changepoint analysis using the bcp package in R. Left: Measurement series of model M4 before SD

was added. Twomini growth spurts are visible, starting at day 31 and day 66. Right: The samemodel after SDwas added and changepoint

analysis was performed. The red line on the top graph shows an estimation of the posterior mean at each location. An estimate of the

probability of a changepoint at any given location is given at the bottom of the graph.
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Among the models described in this study,
only models M4 and M5 truly contained
positive values. The four models M1, M2a,
M2b and M3 described growth patterns
where no mini-growth spurts occurred.
For these models specificity was used to
describe the performance as specificity
measures the proportion of negative pre-
dictions that are truly negative (TNR: true
negative rate) (Lalkhen and McCluskey,
2008).
We decided that it ismore important for the
algorithm to correctly detect growth spurts
within reach of their true position than
to identify their exact position. Therefore,
estimated growth spurts were classified as
true positive when they occurred within a
distance of plus-minus two days of a true
growth spurt. As approximately only 10%
of our datapoints represented true posi-
tive values, the dataset was imbalanced
in favour of negative values. For models
M4 and M5 we used the area under the
Precision-Recall Curve (PR-AUC) and an
averaged and normalised variant of the
Matthews correlation coefficient (MCC)
(Matthews, 1975) to assess performance.
The precision-recall curve captures the
relationship between precision and true
positive rate (TPR). The TPR, often also
referred to as Sensitivity, measures how
many of the positive labelled values where
TP. Both precision and TPR are concerned
with the fraction of TP among prediction
outcomes (Novine et al., 2022). This is de-
sirable when the number of positive events
is much less than the number of negative
ones, i.e. in an imbalanced class distribu-
tion. The normalised MCC (norm-MCC)
provides a balanced measure even when
the classes have different sizes. It produces
a high score only if the classifier performs
well in all the classes of the confusion
matrix (Hoffman et al., 2020). All metrics
indicate a perfect classification as the value
approaches 1. In most cases, a value of
0.5 indicates a prediction that is not better

than random, and a value of 0 indicates
total disagreement between predicted and
true values. The only exception here being
the MCC, which indicated a random clas-
sification at 0. Significance between mean
differences was determined by performing
Welch’s t-test (Bubitzky et al., 2007).

Software

For most of the computations the pro-
gramming language R (R version 4.1.2)
was used. Software packages for additional
computations included the bcp package for
changepoint analysis (Erdman and Emer-
son, 2007) and the grid package for the
creation of graphs. For the other statistical
analyses base R packages were used.

Results

Effect of measurement error on the

performance of changepoint analysis

The influence of the measurement error
on the algorithm’s ability to correctly iden-
tify periods with no growth spurts was
assessed by comparing the specificity of
changepoint analysis for models M1, M2a,
M2b and M3. The algorithm’s specificity
increased with increasing measurement er-
ror (Figure 3), except for model M1 where
no growth occurred at all. In this case mea-
surement specificity was close to 1.
The output of the changepoint algorithm is
an estimated probability for a changepoint
at any given location (Figure 2). When
the probability for a changepoint is used
as a cut-off for classification, selecting an
appropriate threshold for the probability
is important when comparing the metrics.
As the probability threshold increases, a
higher probability for a changepoint is
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required for it to be labelled positive, re-
sulting in a higher rate of false negative
predictions. When the probability thresh-
old is too low, many changepoints are

falsely classified as positive, leading to a
higher false positive rate. We considered a
probability threshold of 0.3 a reasonable
trade-off between the algorithm’s ability to

Table 1 Summary of metrics used for the evaluation of classification results. Single aspect metrics only capture one column or row

of the confusion matrix. Multiple-aspect metrics consider more aspects of the confusion matrix (Hoffman et al., 2020; Novine et al.,

2022).
Metric Abbreviation Calculation Worst Best

Single-aspect metrics

Sensitivity TPR 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

0 1

Specificity TNR 𝑇𝑁
𝑇𝑁 + 𝐹𝑃

0 1

Precision PPV 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

0 1

False Positive Rate FPR 𝐹𝑃
𝐹𝑃 + 𝑇𝑁 = 1 − 𝑇𝑁𝑅 0 1

Multiple-aspect metrics

Area Under the Precision-Recall

Curve
PR-AUC ∑

(𝑃𝑃𝑉𝑖 + 𝑃𝑃𝑉𝑖+1)(𝑇𝑃𝑅𝑖+1 − 𝑇𝑃𝑅𝑖)
2

0 1

Matthews Correlation Coefficient MCC 𝑇𝑃 ⋅ 𝑇𝑁 − 𝐹𝑃 ⋅ 𝐹𝑁
√(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)

-1 1

Normalised MCC Norm-MCC 𝑀𝐶𝐶 + 1
2

0 1
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Figure 3 Specificity of changepoint analysis plotted against different probability thresholds. The measurement error is given by the

standard deviation (SD). By running 500 iterations for eachmodel and each SD, the influence of themeasurement error on the algorithm’s

specificity was tested. Models depicted: M1: no growth, M2a&M2b: linear growth andM3: catch-up growth. Dashed lines indicate results

for a random classification.

correctly detect mini growth spurts and to
correctly classify growth without growth
spurts. Welch’s t-test suggested that there
is a significant difference in the algorithm’s
specificity for different measurement er-
rors (Figure 4). Mean specificity ranged
between 0.8 and 1 for all models except for
model M2b that showed a lower specificity
of 0.61 for measurement errors around 0.1
cm. Changepoint analysis appears to be
able to correctly identify growth periods
where no growth spurts have occurred.
When mini growth spurts were present
(models M4 and M5), the performance
of changepoint analysis was assessed by
calculating the area under the precision-

Recall curve (PR-AUC) and norm-MCC.
In contrast to the models M1, M2a, M2b,
andM3, the algorithm’s performance in de-
tecting mini growth spurts decreased with
increasing measurement error (Figure 5).
A considerable problem was the lack of
positive predictions for higher probability
thresholds. A higher measurement error
seemed to enhance this effect. To calculate
precision and norm-MCC values, true pos-
itive or false positive values are necessary
(Table 1). When there were only negative
predictions, estimation of precision and
MCC values was not feasible. In order to
calculate the PR-AUC, missing precision
values were substituted with 0, resulting
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Figure 4 Influence of measurement error on the algorithm’s specificity. The measurement error is given by the SD. 500 iterations were

performed for each model and each SD. Models depicted: M1: no growth, M2a & M2b: linear growth and M3: catch-up growth. Dashed

lines indicate results for a random classification.

in an underestimation of the PR-AUC.
Missing norm-MCC values were excluded.
For small probabilities and smaller mea-
surement error, the number of missing
values was relatively small. At a probability
threshold τ of 0.3 and a measurement error
up to 0.3 cm, missing values were less than
20 out of 500. However, when the mea-
surement error increased up to 1 cm, more
than half of the values were missing for
both models M4 and M5 (Table 2). There-
fore, we consider norm-MCC to be a better
indicator of the algorithm’s performance
in the case of small numbers of missing
values.
When the measurement error was small,
changepoint analysis was better at detect-
ingmini-growth spurtswhen linear growth
was absent (M4). For a measurement error
up to 0.3 cm, norm-MCC ranged between
0.8 and 0.95 for model M4 and 0.75 and
0.8 for model M5. However, ss the mea-
surement error increased, the presence of
linear growth played a subordinate role
(Figure 6). Welch’s t-test suggested a signif-
icant decrease in prediction quality. As the
measurement error increased, it was more
difficult to detect mini growth spurts, with

predictions not being better than random
at measurement errors of 1 cm.

Effect of ranking and rotating on

the performance of changepoint

analysis

To compare the performance of regular
changepoint analysis with changepoint
analysis performed on ranked and rotated
data, again specificity and norm-MCC
were used for comparisons (Figure 7 and
9). Similar to regular changepoint analy-
sis, a higher probability value as a cut-off
threshold resulted in positive predictions
being absent in some cases. Missing val-
ues hindered the estimation precision and
norm-MCC, which require true positive or
false positive predictions (Table 1). While
ranking the data seemed to decrease the
number of missing values for a measure-
ment error up to 0.5 cm, rotating had quite
the opposite effect (Table 2). When growth
spurts and linear growth occurred together,
ranking the data reduced the missing val-
ues almost by half. Rotating the time series
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Figure 5 Assessment of changepoint analysis performance using A: Precision Recall (PR)-Curve and B: normalised Matthews corre-

lation coefficient (norm-MCC) plotted against different probability thresholds for the models M4 and M5. SD represents measurement

error. Dashed lines indicate results for a random classification.

on the other hand led to a drastic increase
of missing values. Compared to regular
changepoint analysis, missing values oc-
curred at least eight times more frequently
for a measurement error around 0.3 cm. If
the measurement error was approximately
0.5 cm, more than half of the values were
missing. The effect was greater when linear
growth and growth spurts occurred at the
same time.
Rotating the time series seemed to pro-
duce better results than ranking the time
series data, except for model M3 (catch-
up growth) (Figure 8). Due to the different
number of missing values, the two meth-
ods cannot easily be compared. Results for
ranking the data are expected to be more
representative of prediction quality. This
observation is reinforced by classification

results of ranked data behaving similarly
to regular changepoint analysis for differ-
ent measurement errors (Figure 10). When
the data was ranked, changepoint analysis
seemed to be better at classifying catch-up
growth correctly (Figure 8).
Ranking or rotating the data in advance did
not seem to have a positive effect on the
algorithm’s ability to detect mini growth
spurts. When growth appeared only in
form of growth spurts, regular changepoint
analysis and ranking the data achieved the
best results. Figure 10 depicts the perfor-
mance of regular changepoint analysis.
Differences became more obvious when
the time series were rotated. In these cases,
regular changepoint analysis usually of-
fered the best results.
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Figure 6 Influence of the measurement error on the algorithm’s performance. SD represents measurement error. Area under the

PR-Curve (left) and norm-MCC (right) are depicted for models M4 (growth spurts) and M5 (growth spurts & linear growth). Welch’s

t-test was performed pairwise to assess significant difference between mean norm-MCC for different SD.

Only when the measurement error was
near 1 cm there was no difference between
the different approaches. With a measure-
ment error near 0.1 cm, rotating the time
series performed best when the growth
spurts appeared along linear growth. This
was also the only case where ranking per-
formed noticeably worse. When the mea-
surement error was greater, classification
was similar for all the approaches, with

ranking and regular changepoint analysis
performing slightly better.

Table 2 Summary of missing norm-MCC values at a probability threshold t of 0.3. Total number of iterations for each model and

each SD was 500. SD represents measurement error. With increasing SD norm-MCC was more difficult to calculate. Models depicted:

M4 growth spurts and M5 linear growth & growth spurts. Missing values are listed for regular changepoint analysis and changepoint

analysis using ranked and rotated datasets.

Number of missing values for regular changepoint analysis

Model SD = 0.1 SD = 0.3 SD = 0.5 SD = 1

M4 0 % < 5 % ≈ 39 % ≈ 68 %

M5 0 % < 5 % ≈ 10 % ≈ 51 %

Number of missing values for changepoint analysis using ranked datasets

Model SD = 0.1 SD = 0.3 SD = 0.5 SD = 1

M4 0 % < 5 % ≈ 30 % ≈ 78 %

M5 0 % < 5 % ≈ 5 % ≈ 50 %

Number of missing values for changepoint analysis using rotated datasets

Model SD = 0.1 SD = 0.3 SD = 0.5 SD = 1

M4 0 % ≈ 30 % ≈ 66 % ≈ 77 %

M5 0 % ≈ 17 % ≈ 60 % ≈ 76 %
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Figure 7 Specificity of changepoint analysis for A: ranked data and B: rotated data models plotted against different probability thresh-

olds. By running 500 iterations for each model and each SD, the influence of the measurement error on the algorithm’s specificity was

tested. Models depicted: M1: no growth, M2a & M2b: linear growth and M3: catch-up growth. Dashed lines indicate results for a random

classification.

Discussion

Applicability on changepoint analysis

on short-term growth

We performed Bayesian changepoint anal-
ysis on simulated growth data to test the
hypothesis if changepoint analysis is able
to detect mini-growth spurts and if change-
point analysis was also able to discriminate
periodswhere growth spurts occurred from
periods that lacked growth spurts. In all
cases, performance of changepoint analy-
sis highly depended on measurement error.
In the absence of growth spurts, speci-
ficity of changepoint analysis increased
with a higher measuring error. In 80% and
95% of the cases changepoint analysis was
able to correctly identify growth without
growth spurts. Though a specificity of 90%
might sound good on initial read, the im-
balanced nature of the dataset needs to
be considered: only 10% of the datapoints

were truly positives. To put this into per-
spective, a classifier that predicts all values
as negatives would have a specificity of 0.9.
Specificity values below 0.9 should there-
fore be viewed as undesirable (Chicco and
Jurman, 2020).
At the same time however, a greater mea-
surement error made it harder for the
algorithm to detect mini growth spurts.
For a measurement error up to 0.5 cm
norm-MCC was between 0.7 and 0.9 and
thereforemuch better than random classifi-
cation. As the measurement error reached
1 cm, performance was no better than
random. Compared to the measurement
error height velocity was relatively small,
reaching a maximum of 0.1 cm/day. A
greater measurement error might there-
fore overshadow the underlying growth
pattern, making it more difficult for the
algorithm to detect mini growth spurts.
The results show a trade-off between the
algorithm’s ability to correctly detect mini
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Figure 8 Influence of the SD on the algorithm’s specificity for A: ranked and B: rotated data models. SD represents the measurement

error. Models depicted: M1: no growth, M2a & M2b: linear growth and M3: catch-up growth. Dashed lines indicate results for a random

classification.

growth spurts and to correctly identify
growth without growth spurts.

Rotating and ranking

While preparing the data we realized that
especially ranking can lead to better clas-
sification, that changepoint analysis de-
pended more on measurement error and
themodel assessed at the time. Perhaps the
biggest advantage of ranking was the re-
duction of missing values, leading to more
accurate estimations. Since the number of
missing values was apparently correlated
with higher measurement error, limiting
the effect of measurement error by ranking
the time series might explain the observed
positive effect. Rotating the time series

seemed to increase the algorithm’s speci-
ficity. However, specificity considers only
that part of negative predictions that was
predicted correctly. A high specificity could
be therefore the result of an overall diffi-
culty of an algorithm to detectmini-growth
spurts. We do not encourage rotating the
time series, as it did have a negative ef-
fect on the classification results in most
cases and increased the number of missing
values. Depending on the situation we per-
sonally preferred ranking the data before
using changepoint analysis.

Algorithm constraints

As a non-parametric approach, bcp does
not need any distribution parameters spec-
ified. This is a particularly useful feature
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Figure 9 Comparison of changepoint analysis performance for ranked (A) and rotated (B) datasets. norm-MCC is plotted against

different probability thresholds. Models depicted: M4 growth spurts M5 growth Spurts & linear growth. Dashed lines indicate results

for a random classification.

as mini growth spurts have only been doc-
umented in healthy neonates and small
mammals (Hermanussen, 2013, 1998), but
may well be present in other samples. One
of the biggest issues are missing values.
With increasing probability thresholds,
the probability increases to correctly la-
bel a changepoint as truly positive. As it
was harder for predictions to be labelled
positive, positive predictions decreased
up to that point where no positive pre-
dictions were left. At this point, PR-AUC
and MCC could no longer be calculated.
Replacing missing PR-AUC values with
0 in order to proceed with the calcula-
tion resulted in an underestimation of the
PR-AUC values as shown in the boxplots.

This was also true for norm-MCC values,
when missing values occurred frequently.
A measurement error around 0.3 cm and
a probability threshold around 0.3 seemed
to give an appropriate trade-off between
specificity, norm-MCC and missing val-
ues. In summary, short-term growth is a
complex process that still lacks adequate
characterisation. The models described in
this study represent simplified implemen-
tations of reality. The models give some
first impressions about the applicability
of changepoint analysis for short-term
growth analysis. Changepoint analysis
applied to real growth data is even more
complex and yet needs to be tested.
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Figure 10 Comparison of changepoint analysis performance between raw (bcp), ranked (Rank) and rotated (Rot) datasets. Models

depicted: M4 growth spurts M5 growth spurts and linear growth. Welch’s t-test was performed pairwise to assess significant difference

between mean normalised -MCC values of different methods for a given SD. Stars with the same colour indicate a significant difference

between mean norm-MCC values of different methods. SD represents measurement error. Dashed lines indicate results for a random

classification.

Conclusion

When applied on simulated growth data,
changepoint analysis was not only able
to detect mini growth spurts but to also
discriminate between different forms of
growth including patterns that lacked
growth spurts. The algorithm’s perfor-
mance highly depends on measurement
error and growth pattern. Ranking or ro-
tating the data beforehand did not sig-
nificantly improve the algorithm’s perfor-
mance. We believe that changepoint anal-
ysis is a promising and new tool for the
analysis of short-term growth and are ea-
ger to asses it’s performance on real growth
data.
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